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Effects of static and dynamic perturbations on isotropic
hyperfine coupling constants in some quinone radicals
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The effects of solvent dielectric response on the isotropic hyperfine coupling constants of the 1,4-benzoqui-
none, 1,4-naphthoquinone and 9,10-anthraquinone anions and 1,4-naphthalenediol cation radicals were
studied by electron spin resonance (ESR) spectroscopy and by the theoretical density functional method
within the polarizable continuum model. Experimental results demonstrate that the isotropic hyperfine
coupling constants can be obtained with high accuracy and that the effects of solvent impurities can be
minimized by careful sample preparation. The results obtained correlate well with theoretical predictions
from density functional theory calculations. For 1,4-naphthalenediol both the solvent dielectric response
as well as rotational averaging of the hydroxy groups were calculated. The overall results highlight the
importance of static and dynamic perturbations to the couplings and aid in the assignation process of the
couplings to specific magnetic nuclei. Copyright  2004 John Wiley & Sons, Ltd.
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INTRODUCTION

Magnetic parameters of various quinone radicals have
been studied extensively with electron paramagnetic res-
onance (EPR), electron–nuclear double resonance (ENDOR)
and electron–nuclear–nuclear triple resonance (TRIPLE)
spectroscopy-based methods.1 – 4 These measurements have
yielded information on both the magnitude and sign of
the isotropic hyperfine coupling constants (IHCs). In some
cases, it is possible to assign IHCs to particular magnetic
nuclei trivially by considering the nuclear spin, or in more
complicated cases through isotopic substitution. Generally,
however, the molecules contain many nuclei of the same
type and, especially for many quinones, consideration of
nuclear spin alone is not sufficient. The isotopic substitution
method is often quite laborious and therefore not a feasible
approach. For these basic reasons, it is desirable to develop
other methods that can be used for reliable assignation.

The semi-empicial quantum chemical method INDO
(Intermediate Neglect of Differential Overlap) can be con-
sidered as the first practically applicable method able to
aid in assignation of IHCs to specific magnetic nuclei, with
qualitative agreement to experimental data for many organic
radicals.5 However, it often produced completely incorrect
results, including IHCs for quinones, and therefore it could
not be considered a reliable method.6 Ab initio methods such
as unrestricted Hartree–Fock typically produced results in
even worse agreement with the experiments than INDO.
Since then it has been recognized that accurate treatment of
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electron correlation as well as highly balanced basis sets are
required to produce accurate values for IHCs in a vacuum.7

Proper treatment of electron correlation is very expensive
computationally and traditional configuration interaction
approaches are not applicable to the relatively large quinone
molecules with sufficiently large basis sets. In recent years
density functional theory (DFT)-based methods have been
shown to account for electron correlation to a sufficient
extent and provide computational scaling similar to the
Hartree–Fock method. Early calculations generated promis-
ing results using this approach6 and since then more refined
reports have appeared.8 As the IHCs in quinone radicals
tend to be closely spaced, it was important to consider con-
tributions arising from the dielectric response of the solvent,
possible counter-ions and rotational averaging.9

The objective of the current work is to report new
results for the IHCs of the 1,4-benzoquinone anion, 1,4-
naphthoquinone anion, 9,10-anthraquinone anion and 1,4-
naphthalenediol cation radicals as a function of the solvent
dielectric constant. Attention was paid towards producing
dry solvents and thus minimizing the effects arising from
possible hydrogen bonding of impurities such as water.
The theoretical work considered both the dielectric solvent
effects on the anion radicals as well as rotational averaging of
the 1,4-naphthalenediol cation radical within the framework
of electronic DFT. The present results provide direct
comparison between the experimental and theoretical data.

EXPERIMENTAL

Electron spin resonance (ESR) spectra were measured with
a Bruker ESP-300 series X-band spectrometer, employing

Copyright  2004 John Wiley & Sons, Ltd.



232 S. Fiedler and J. Eloranta

Figure 1. Schematic representation of the liquid flow cuvette.
Liquid circulation prohibited excess argon gas from entering
the measurement region inside the cavity.

12.5 or 100 kHz modulation frequencies and an modula-
tion amplitude of <1 µT. In order to minimize power
saturation effects, the incident power was <0.5 mW in all
cases. Most of the measurements were carried out at room
temperature using a closed-loop flow electrolysis cuvette
driven by argon gas.10 The radicals were produced by
electrolysis with two platinum electrodes placed outside
of the microwave cavity, as shown in Fig. 1. The support-
ing electrolyte (tetrabutylammonium iodide or tetrabuty-
lammonium perchlorate) concentration was maintained at
0.1 mol dm�3. To produce the anion radicals, the applied cell
voltage �< 1.5 V� was increased gradually until the radi-
cal spectrum became observable via EPR. We estimate that
the resulting radical concentrations were typically in the
range of 10�4mol dm�3. Electrolytic measurements could not
be carried out in dimethoxyethane (DME) due to technical
problems in sample preparation. In this case, standard alkali
metal reduction under high vacuum conditions with metallic
sodium was used for producing the radicals.

The following chemicals were used as solvents: 1,2-
dimethoxyethane (Riedel, >99%), dimehylsulphoxide (LAB-
SCAN Analytical Sciences, 99.8%, DMSO), dimethylfor-
mamide (LAB-SCAN Analytical Sciences, 99.8%, DMF)
and acetone (LAB-SCAN Analytical Sciences, 99.5%).
Dimethoxyethane was dried with metallic sodium under
vacuum and the other solvents were dried with Dri-
erin �CaSO4�. The quinones were 1,4-benzoquinone (98%,
Aldrich-Chemie), 1,4-naphthoquinone (Fluka, puriss.) and
9,10-anthraquinone (Fluka, purum). No further purifica-
tion of these compounds was carried out. The supporting
electrolytes were obtained as tetrabutylammonium iodide
(Fluka) and tetrabutylammonium perchlorate (Sigma).

The IHCs were extracted from the experimental EPR
spectra by an iterative simulation procedure as implemented
in the xemr package.11 In this procedure the root-mean-
square (RMS) error between the experimental and the
first-order simulated spectra is minimized with respect to
the spectral parameters (i.e. IHC, g value and line width).
Previously this procedure has been shown to give highly
accurate results.12 Provided that the lineshape function is
known (e.g. Lorentzian) and a reasonable number of data
points per spectral line are available, the accuracy of the IHCs
generated ideally would by dependent only on experimental

factors: magnetic field and microwave source stabilities and
the signal-to-noise ratio. The limiting factor in the present
study is the stability of the magnet �¾ 10�6�, which dictated
our selection of 200 µT per data point resolution. Line width
and overlap generate local minima and weak parameter
dependencies in the RMS error function, thus increasing the
difficulty in solving the global optimization problem. The
minimization procedure itself does not directly yield error
estimates for the parameters, however multiple optimization
runs with different initial parameter values were used to
obtain a qualitative gauge of the accuracy. For the results
reported in this study, the accuracy was approximately the
same as the spectral resolution.

COMPUTATIONAL DETAILS

The numbering schemes for the doublet-state quinone
ion radicals are shown in Fig. 2. Geometry optimizations
for the molecules were carried out within the SCIPCM
polarizable continuum model (PCM)13 at the B3LYP/6-31GŁ

level.14 – 17 Rotational barriers were calculated using rigid
geometries, i.e. no geometry re-optimization was performed
over variation of the torsional angle. The IHCs were
extracted from single-point runs via the well-known Fermi
contact analysis.18 All calculations were performed with the
Gaussian 03 package.19

Additional calculations were made for the 1,4-
naphthalenediol cation radical where rotation of the
hydroxyl groups contribute to the experimentally observed
EPR spectrum. Owing to large out-of-plane zero-point
motion and the thermal population of the rotationally excited
states, the IHCs will experience deviations from their rigid
geometry values. In this case, the EPR experiment observes
rotationally averaged values of the IHCs.9,20 For this work we
assume that the two rotors (e.g. the two hydroxyl groups) are
not coupled energetically and that the hydroxyl proton IHCs
do not contribute to each other. This assumption reduces
the dimensionality of the rotational problem from two to
one. Furthermore, we have used only the rotational potential
around the minimum geometry solution and ignored the
other conformers (‘cis 10 in Ref. 12; cf. Figure 2). This is a

Figure 2. Numbering scheme for the relevant quinonone and
quinol molecules.
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valid assumption because the thermal population for the cis
1 state is ¾98% under typical experimental conditions. The
applied numerical procedure closely follows our previous
work.20

RESULTS AND DISCUSSION

Experimental and computational results for 1,4-
benzoquinone anion radical are shown in Fig. 3(a) and
Table 1 as a function of the solvent dielectric constant.
Apart from a constant offset, the experimental acetone,
DMF and DMSO results follow the trend predicted by the
DFT/SCIPCM calculations. For quinones, the performance

Figure 3. Dielectric response of the IHCs of 1,4-benzoquinone
(A), 1,4-naphthoquinone (B) and 9,10-anthraquinone (C) anion
radicals and 1,4-naphthalenediol cation radicals (D). The
continuous line corresponds to simulated and symbols to
experimental values. Experimental data were obtained from:
(ž) this work, �°� Ref. 2, ��� Refs 22 and 23, ��� Ref. 3, ���

Ref. 4, �ý� Ref. 12, (*) Fig. 5 (230 K). Positions of proton IHCs
were identified according to Fig. 2. Solvents were: DME
�ε D 7.20�, acetone �ε D 20.7�, DMF �ε D 36.7� and DMSO
�ε D 46.6�.

Table 1. Spectral parameters (mT) obtained from the iterative
optimization procedure (results correspond to those shown in
Fig. 3)

Acetone DMF DMSO

ε 20.7 36.7 46.6
BQ line width 0.020 0.012 0.008
BQ IHC �0.2410 �0.2404 �0.2404
NQ line width 0.012 0.006 0.004
NQ IHC(2,3) �0.3306 �0.3298 �0.3298
NQ IHC(6,7) �0.0630 �0.0628 �0.0627
NQ IHC(5,8) �0.0279 �0.0298 �0.0303
AQ line width 0.013 0.008 0.006
AQ IHC(2,3,6,7) �0.0979 �0.0980 �0.0978
AQ IHC(1,4,5,8) �0.0291 �0.0292 �0.0302

of the theoretical dielectric solvent model depends essen-
tially on its ability to model the solvent cavity in the vicinity
of the quinone oxygens, which have large negative partial
charges �q ¾ 0.6e�. For small values of the dielectric constant,
changes in IHCs are pronounced but the experimental diffi-
culty is also greater in this region. For example, the spectra
obtained from the quinones in DME �ε D 7.20� contain large
contributions from the sodium counter-ion (see Fig. 3(a)).
Furthermore, in the high concentration limit of NaC, the
hyperfine structure due to the sodium nucleus can be seen
clearly in the EPR spectra. Thus the resultant spectra are
not representative of ‘pure’ anion/solvent systems. From a
computational perspective, this type of counter-ion interac-
tion cannot be modelled by PCM models but would require
explicit consideration of the counter-ion in the calculation.
The IHCs do, however, shift in the same direction for both
cases (see Fig. 3(a)). Owing to the partial charges in water
impurities, the IHCs are affected in the same way as for NaC.
Another signature for impurity interaction at the quinone
oxygens is shown via an increase in the EPR spectral line
width. These spectral signatures can be used as a sensitive
probe for weak quinone oxygen interactions with its sur-
roundings. Similar effects have been studied in more detail
previously.21 To address these concerns, experimentally it
was essential to use very pure solvents and to carry out
careful drying.

A typical EPR spectrum of 1,4-naphthoquinone anion
radical along with the simulated spectrum are shown in
Fig. 4. Summaries of the experimental and theoretical results
are plotted in Fig. 3(b). The smallest IHCs in magnitude
follow the same trend as the DFT/SCIPCM-calculated values
but the differences are very small and a reliable comparison
is difficult to carry out. A small constant offset in the values
originates from the applied DFT and basis set model. For the
largest IHC, belonging to the protons at positions 2 and 3, the
experimental and calculated results have opposite behaviour.
However, the theoretical results appear consistent when
compared with the case of 1,4-benzoquinone anion radical
(cf. Figure 3(a)). The experimental EPR spectrum in acetone
had larger line width �¾ 0.012 mT� than in the other solvents
�¾ 0.004 mT�. It was not possible to determine the origin
of the line broadening because the present experimental
set-up did not allow for variation of parameters such as
temperature. This general trend in the line widths was
observed for all quinone anions, with the largest widths
in acetone and the smallest in DMSO (Table 1).

Results for 9,10-anthraquinone anion radical are shown
in Fig. 3(c). For both DMSO and DMF solvents the slopes of
the IHCs resemble the computed DFT/SCIPCM behaviour.
The DMSO values, however, are not consistent, which is
most likely due to the poor signal-to-noise ratio in the
experimental EPR spectrum. Overall, the general trend
matches the predictions from DFT/SCIPCM calculations.
The ENDOR measurements could, in principle, be used to
measure IHCs with better resolution than EPR but it was not
straightforward to implement the electrolysis system, install
the r.f. coils and vary the sample temperature all at the same
time. As discussed previously, small amounts of residual
water strongly affect the IHC at positions 1, 4, 5 and 8, and
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Figure 4. Experimental (bottom) and simulated (top) EPR
spectra of 1,4-naphthoquinone anion radical in DMSO. The
experimental spectrum was measured at room temperature
with 1 µT modulation amplitude, 12.5 kHz modulation
frequency and microwave power of 0.5 mW.

as such this signal could be used as a probe for any foreign
species binding to the quinone oxygen.

We employed the 1,4-naphthalenediol cation radical as
a prototype for considering dielectric solvent effects and
accounting for both the thermal and zero-point (out-of-plane)
motion of the hydroxyl groups. The effect of the dielectric
solvent response on the IHCs is shown in Fig. 3(d). In a
previous study, we generated the cation radical in strongly
acidic solutions.12 It was not straightforward, however, to
extend this sample preparation method to other solvents with
known dielectric constants, and electrolytic generation of
cation radicals could not be achieved with the present cell set-
up. We have indicated very approximate dielectric constants
of the solutions (e.g. nitromethane and sulphuryl chloride
fluoride) in Fig. 3(d), along with the experimental data. When
out-of-plane motion of the hydroxyl was considered, the
hydroxyl proton IHCs increased as a function of sample
temperature (Fig. 5). The inset indicates the calculated
rotational barrier. Consideration of non-zero temperature
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Figure 5. Temperature dependence of the hydroxyl proton IHC
of 1,4-naphthalenediol. The inset displays the hydroxyl group
rotational potential used for solving the torsional Schrödinger
equation. The first, second and third minima correspond to cis
1, trans �7 kJ mol�1� and cis 2 �17 kJ mol�1�, respectively. The
experimental points correspond to Ref. 12.

(e.g. 250 K) brought the calculated hydroxyl proton IHC into
agreement with the experimentally observed value.

High-resolution EPR spectroscopy combined with careful
sample preparation methods were used to obtain information
about the dielectric solvent response, quantum zero-point
motion and thermal averaging processes. The present
study notes the difficulty in producing clean aprotic
samples, spectral line width limits of high-resolution EPR
spectroscopy and sample preparation techniques. With these
issues properly addressed experimentally, it was possible
to compare directly the experimental data with DFT/PCM
calculations. In the future we plan to extend the electrolysis
system to our ENDOR spectrometer.
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